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Figure 1: Word-based dependency trees for equivalent sentences from English (top) and Finnish (bottom).
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Figure 2: Nucleus-based dependency trees for equiva-
lent sentences from English (top) and Finnish (bottom).

representations, including nuclei. However, previ-
ous attempts have been hampered by the lack of
available parsers and resources to test this hypothe-
sis on a large scale. Thus, the model of Samuelsson
(2000) was never implemented, and the treebank
conversion of Sangati and Mazza (2009) is avail-
able only for English and in a format that no ex-
isting dependency parser can handle. We propose
to overcome these obstacles in two ways. On the
resource side, we will rely on UD treebanks and
exploit the fact that, although the annotation is
word-based, the guidelines prioritize dependency
relations between content words that are the cores
of syntactic nuclei, which facilitates the recogni-
tion of dissociated nuclei and gives us access to
annotated resources for a wide range of languages.
On the parsing side, we will follow a transition-
based approach, which can relatively easily be ex-
tended to include operations that create represen-
tations of syntactic nuclei, as previously shown by
de Lhoneux et al. (2019a), something that is much
harder to achieve in a graph-based approach.

2 Related Work

Dependency-based guidelines for syntactic anno-
tation generally discard the nucleus as the basic
syntactic unit in favor of the (orthographic) word
form, possibly with a few exceptions for fixed

multiword expressions. A notable exception is
the three-layered annotation scheme of the Prague
Dependency Treebank (Hajič et al., 2000), where
nucleus-like concepts are captured at the tectogram-
matical level according to the Functional Genera-
tive Description (Sgall et al., 1986). Bārzdiņš et al.
(2007) propose a syntactic analysis model for Lat-
vian based on the x-word concept analogous to
the nucleus concept. In this grammar, an x-word
acts as a non-terminal symbol in a phrase structure
grammar and can appear as a head or dependent in
a dependency tree. Nespore et al. (2010) compare
this model to the original dependency formalism
of Tesnière (1959). Finally, as already mentioned,
Sangati and Mazza (2009) develop an algorithm to
convert English phrase structure trees to Tesnière
style representations.

When it comes to syntactic parsing, Järvinen
and Tapanainen (1998) were pioneers in adapting
Tesnière’s dependency grammar for computational
processing. They argue that the nucleus concept is
crucial to establish cross-linguistically valid crite-
ria for headedness and that it is not only a syntactic
primitive but also the smallest semantic unit in a
lexicographical description. As an alternative to the
rule-based approach of Järvinen and Tapanainen
(1998), Samuelsson (2000) defined a generative sta-
tistical model for nucleus-based dependency pars-
ing, which however was never implemented.

The nucleus concept has affinities with the chunk
concept found in many approaches to parsing, start-
ing with Abney (1991), who proposed to first find
chunks and then dependencies between chunks, an
idea that was generalized into cascaded parsing by
Buchholz et al. (1999) among others. It is also
clearly related to the vibhakti level in the Paninian
computation grammar framework (Bharati and San-
gal, 1993; Bharati et al., 2009). In a similar vein,
Kudo and Matsumoto (2002) use cascaded chunk-
ing for dependency parsing of Japanese, Tongchim
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nucleus-like concepts are captured at the tectogram-
matical level according to the Functional Genera-
tive Description (Sgall et al., 1986). Bārzdiņš et al.
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Lucien Tesnière (1959) Éléments de syntaxe structurale. Klincksieck
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 in Transition-Based Dependency Parsing. Computational Linguistics 48:4.
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Universal Dependencies
• Framework for morphosyntactic annotation

• Designed to promote cross-linguistic consistency

• UD v2.11: 243 treebanks, 138 languages, 29 families

Joakim Nivre, Marie-Catherine de Marneffe, Filip Ginter, Jan Hajič, Christopher Manning, Sampo 
Pyysalo, Sebastian Schuster, Francis Tyers, Daniel Zeman. 2020. Universal Dependencies v2: An 

Evergrowing Multilingual Treebank Collection. In Proceedings LREC, 4034–4043

Joakim Nivre, Marie-Catherine de Marneffe, Filip Ginter, Yoav Goldberg, Jan Hajič, Christopher D. 
Manning, Ryan McDonald, Slav Petrov, Sampo Pyysalo, Natalia Silveira, Reut Tsarfaty, Daniel Zeman. 

2016. Universal Dependencies v1: A Multilingual Treebank Collection. In Proceedings of LREC.

Marie-Catherine de Marneffe, Christopher Manning, Joakim Nivre, Daniel Zeman (2021): Universal 
Dependencies. Computational Linguistics, 47(2): 255–308.



Universal Dependencies

• UD representations are word-based – but nucleus-aware

• UD prioritizes direct relations between content words

• UD treats function words as grammatical markers
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NOUN AUX VERB NOUN

Voice=Pass Case=Ins

nsubj:pass

aux:pass

obl

Pes byl honěn kočkou
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NOUN AUX VERB NOUN

Voice=Pass Case=Ins

nsubj:pass

aux:pass

obl

Pes byl honěn kočkou
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Syntactic Nuclei in UD

• Content word ≈ lexical core of a nucleus

• Function word ≈ non-lexical part of dissociated nucleus

• Nucleus ≈ subtree containing only functional relations
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Functional Relations

• Determiner (det)

• Case marker (case)

• Classifier (clf)

• Auxiliary (aux)

• Copula (cop)

• Subordination marker (mark)

• Coordinating conjunction (cc)

} Nominals

} Predicates

–     Tesnière’s junction



From UD to Parsing

• How can we use our nuclei with standard parsers?

• Evaluation: Content Labeled Attachment Score (CLAS)

• Composition: Parser-internal representations of nuclei
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• Dependency trees ≈ derivations in a transition system
• Learn model M to score derivations by transitions

Transition-Based Parsing

åt

S(T) = S(D)D⇒T = ∑
(c,t) ∈ D

S(c, t)
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• Dependency trees ≈ derivations in a transition system
• Learn model M to score derivations by transitions
• Find highest scoring derivation D under the model M

Transition-Based Parsing

åt

T * = T : arg max
D

S(D) ⇒ T

teaKim had



Parsing Architecture

Eliyahu Kiperwasser and Yoav Goldberg. 2016. Simple and Accurate Dependency 
Parsing Using Bidirectional LSTM Feature Representation Networks. TACL 4: 313–327.
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• Subtrees are represented by their root
• Old model: root word
• New model: root nucleus
• Alternative 1: new transition for nucleus creation
• Alternative 2: nucleus composition at arc creation
• Possible thanks to incremental history-based parsing

Adding Nuclei

åt
teaKim has+made
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• Nucleus representation:   f(h, d, l)       

• Baseline model:

• Nucleus composition model:

Nucleus Composition

f(h, d, l) =
h + g(h, d, l)
h

if l ∈ F
otherwise{

f(h, d, l) = h

g(h, d, l) = 𝜎(W(h ○ d ○ l) + b) 

h = head

d = dependent

l = label
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Experimental Results
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Analysis

• Why does composition give such modest improvements?

• Which linguistic relations benefit the most?

• Why is composition more effective in certain languages?

• What information is captured in composition?



Ablation: No BiLSTM
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Results without BiLSTM encoder
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Computational Linguistics Volume 1, Number 1

Predictors Estimates CI p
(Intercept) 0.65 0.56 - 0.76 <0.001

det frequency 0.59 0.20 - 0.98 0.003

cc rel entropy 0.77 0.27 - 1.26 0.003

cc POS entropy 0.79 0.30 - 1.28 0.002

Random Effects

�
2 0.17

⌧00 language 0.01
ICC 0.07
Nlanguage 20
Observations 100
Marginal R2/Conditional R2 0.266/0.315

Table 7

LME model for improvement in CLAS due to nucleus composition.

added affects which effects contribute significantly, we first identify significant effects
for each of the four feature types individually. As part of this first step, we also train
an additional LME model for both types of entropy effects, since they both express
similar properties of the head. In a second step, we then try to fit a combined LME
model including all the previously significant effects. Effects with missing values — for
example, clf entropy and dependency length, which are not defined for the languages
without clf relations — are omitted and models where we cannot fit the random effects
because of singular fit issues are ignored.

With the individual LME models, we identify frequency of the det relation and POS
entropy for the cc relation as significant effects. In the combined entropy model, both
POS entropy and relation entropy for the cc relation emerge as significant. Combining
these effects in a single model, all three remain significant and retain positive estimates.
In other words, as the respective frequency and entropy increase, so does the improve-
ment in CLAS. The resulting LME model is formulated as follows

�CLAS = rf (det) +HREL(cc) +HPOS(cc) + (1|Language) (5)

and a summary is displayed Table 7. The intercept here represents the micro-averaged
improvement for all runs. We can see that all estimates are significantly different from
zero and that cc POS entropy has the strongest effect. Seeing entropy of cc heads as a
significant factor for CLAS improvement confirms that nucleus composition is of use
when there is greater uncertainty about the head. Since conj relations are the most
frequent incoming relation to heads of ccs, this should be related to the improved
LAS on conj relations we observed in Section 6.3. Given our hypothesis that composed
representations of dissociated nuclei are beneficial for dependency parsing, we would
intuitively expect to see frequency effects of all functional relations to be significant in
predicting improvement, as there should be a greater potential for parsing improve-
ment, the more dissociated nuclei there are in a language. Instead, we see a significant
effect only for det frequency, which is surprising given that det dependents normally do
not encode information about the relation of a nominal to its head, at least not in the
same obvious way as case dependents. The lack of frequency effects for other functional

20
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With the individual LME models, we identify frequency of the det relation and POS
entropy for the cc relation as significant effects. In the combined entropy model, both
POS entropy and relation entropy for the cc relation emerge as significant. Combining
these effects in a single model, all three remain significant and retain positive estimates.
In other words, as the respective frequency and entropy increase, so does the improve-
ment in CLAS. The resulting LME model is formulated as follows

�CLAS = rf (det) +HREL(cc) +HPOS(cc) + (1|Language) (5)

and a summary is displayed Table 7. The intercept here represents the micro-averaged
improvement for all runs. We can see that all estimates are significantly different from
zero and that cc POS entropy has the strongest effect. Seeing entropy of cc heads as a
significant factor for CLAS improvement confirms that nucleus composition is of use
when there is greater uncertainty about the head. Since conj relations are the most
frequent incoming relation to heads of ccs, this should be related to the improved
LAS on conj relations we observed in Section 6.3. Given our hypothesis that composed
representations of dissociated nuclei are beneficial for dependency parsing, we would
intuitively expect to see frequency effects of all functional relations to be significant in
predicting improvement, as there should be a greater potential for parsing improve-
ment, the more dissociated nuclei there are in a language. Instead, we see a significant
effect only for det frequency, which is surprising given that det dependents normally do
not encode information about the relation of a nominal to its head, at least not in the
same obvious way as case dependents. The lack of frequency effects for other functional
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Standard Model Nivre et al. Nucleus Composition

Predictors Estimates CI p
(Intercept) 9.99 9.31 - 10.66 <0.001

det frequency 6.06 3.28 - 8.84 <0.001

cop frequency 4.25 1.98 - 6.52 <0.001

aux frequency 3.83 1.49 - 6.17 0.002

case dep length 1.63 -0.34 - 3.60 0.104
case frequency 14.04 11.66 - 16.42 <0.001

Random Effects

�
2 0.27

⌧00 language 2.28
ICC 0.89
Nlanguage 20
Observations 100
Marginal R2/Conditional R2 0.900/0.989

Table 8

LME model for functional composition improvement in CLAS in the setting without BiLSTM
features.

relations among the significant features may be an indicator that the information that
could be gained from composing them with a head is already present in the BiLSTM
representations and thus does not contribute to improvement over the baseline. To
investigate this, we apply the same strategy to the improvement of parsers without
BiLSTM features and find that most of the frequency effects — excluding only cc, mark
and clf 17 — are significant here in addition to the length of case relations:

�CLAS = rf (det) + rf (cop) + rf (aux ) + rf (case) + dl(case) + (1|Language) (6)

The model summary can be found in Table 8, which shows that with the exception of
case dependency length, for which the predicted coefficient is not significantly different
from zero, all fixed effects are positively associated with improvement. In this setting,
case frequency has the largest estimate. This model thus supports the theory we have
for det being the only significant frequency feature in the model with contextual embed-
dings, namely that information about most of the other functional relations passed on
by composition is already represented by the BiLSTM.

After this look at fixed effects and their estimates, we also consider the random
effects sections of the model output. Here, �

2 represents the residual variance and
⌧00 language is the between-group variance, which is the variance between the individual
language intercepts and the average language intercept. ICC is the intra-class correla-
tion coefficient — ⌧00 language divided by the total variance — and shows how much
of the variance is explained by grouping the data by language. Marginal R2 refers to
the proportion of the total variance explained by the variance in fixed effects, whereas
conditional R2 considers the variance explained by both fixed and random effects. These

17 We would not expect clf effects to be significant given that it only occurs in Chinese and very rarely in
Turkish.
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Visualising Composition
• Diagnostic classifiers to predict categories and relations

• Dimensionality reduction and visualisation

h h + g(h, d, l)g(h, d, l)



Conclusion

• Syntactic nuclei as elementary syntactic units increase 
cross-language similarity

• Syntactic nuclei can be (roughly) defined in the Universal 
Dependencies framework

• Syntactic nuclei can be represented in a transition-based 
parser using nucleus composition



Conclusion

• Small but consistent improvements for most languages – 
largely redundant together with contextual encoders

• Improved accuracy for main predicates, clausal 
dependents, nominal dependents, and coordination

• Significant factors explaining rate of improvement are 
entropy in coordination and frequency of function words

• Nucleus composition appears to increase similarity of 
vectors representing nuclei of the same syntactic type


